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The issues we heard

We don’t know what 
evidence we need

We don’t know what 
evidence we should 

be asking for

Developers of AI and 
Digital

Adopters of AI and 
Digital
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NICE evidence standards framework for digital health 
technologies
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The issues we heard

We don’t know what 
regulation we need

We don’t know how 
AI and digital 

technologies should 
be regulated

Developers of AI and 
Digital

Adopters of AI and 
Digital

We don’t know how to 
navigate the needs of 
many decision makers

There are gaps in 
regulation and 

evaluation
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AI and Digital Regulations Service
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Creating meaningful two-way dialogue 
between regulators and people affected 
by regulation

Collaborating on
regulations & evaluation pathway

• Aligning on individual remits
• Tackling issues with overlaps / multiple perspectives; 

e.g. monitoring AI when used in real-world setting

Producing joined-up 
content

on regulatory & evaluation
pathway

Guidance 
website

www.digitalregulations.innovation.nhs.uk 
Fully launched – June 2023

What to do, when and how to begin

Laying out different perspectives

Foundation of the service

Advice service 
Via innovation.nhs.uk 

What we are delivering 

http://www.digitalregulations.innovation.nhs.uk/
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Professionals 
regulation
 

Product regulation 
(or inputs) 

Data and Research 
Governance

Clinical & cost 
effectiveness

Service provision 
regulation

Developer

Deployed AI 
System

Development Team
Ethics team
Project team
Clinical Safety Officer

Deploying organisation
Users – clinicians / admin / carers
Commissioners / managers
Clinical safety officers
CCIO, IT Teams

Partnership

Why a cross-organisation perspective is needed 
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NICE Advice: Support services from NICE

Understanding NICE methods 
and processes

Reliable, expert advice on your 
clinical, evidence and health 
economic plans or market 
access strategy

Advice

AI and Digital 
Regulations Service

Insights Education

Evidence gap analysis
Economic model 
assessment and 
actionable advice on how 
to strengthen it

Health and care system 
engagement meetings with 
relevant stakeholders
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The issues we heard

I’m struggling to get 
my technology into 

the NHS

We need early signals 
that digital 

technologies are 
going to be cost 

effective

Developers of AI and 
Digital

Adopters of AI and 
Digital

It is not possible to 
collect the full 

evidence package for 
NICE unless we get 
access to the NHS
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NICE early value assessment
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Summary

• There are resources and support services available to support developers and adopters of AI and digital health 

technologies

• It is important to plan early so that evidence generation plans meet the needs of both regulators and evaluators

• Collaboration between decision makers in the system is essential to ensure a joined-up pathway to patient access
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Information presented within this 
presentation is based on our current 
understanding of the applicable legislations 
and information available



Response 
published
- 26th June 

2022 

How did we get here?
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Artificial 
Intelligence 
Definition



Copyright © 2023 BSI. All rights reserved

17
 Artificial Intelligence Systems

A system that is designed to operate with elements of autonomy and that, 
based on machine and/or human provided data and inputs, infers how to 
achieve a given set of objectives using machine learning and/or logic and 
knowledge based approaches, and produces system-generated outputs such 
as content (generative AI systems), predictions, recommendations or 
decisions, influencing the environments with which the AI system interacts;

- Article 3(1) of the Proposal for a Regulation of the European Parliament and 
of the Council laying down harmonised rules on artificial intelligence (Artificial 
Intelligence Act) and amending certain Union legislative acts

Engineered System that generates outputs such as content, forecasts, 
recommendations or decisions for a given set of human-defined objectives

- BS EN ISO/IEC 22989:2023
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19UK Approach- AI

Key Aims:
A. The requirements for software and AI as a medical device 
provide assurance that these devices are acceptably safe 
and function as intended.

B. The requirements for manufacturers are clear, supported 
by both clarificatory guidance and streamlined processes.

C. The friction is taken out of the market by working with key 
partners such as the National Institute for Health and Care 
Excellence (NICE) and NHS England to align domestically. 
Internationally, work with other regulators both bilaterally, 
and multilaterally through the International Medical Device 
Regulators Forum (IMDRF) to strengthen international 
convergence and consensus on software and AI products.
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WP 1 Qualification
WP 2 Classification
WP 3 Premarket requirements
WP 4 Post Market
WP 5 Cyber Secure Medical Devices
WP 9 AI RIG (AI Rigour)
WP 10 Project Glass Box (AI Interpretability)
WP 11 Project Ship of Theseus (AI Adaptivity)

Guidance 
being 

published
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21Post Market- Working with ABs

Will this make it easier for AI to be 
regulated?

Changes affecting clinical outcomes? 
New Clinical Data?
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22Other Guidance Published

- Jointly produced with FDA and Health Canada
- Promote safe, effective, and high-quality medical 
devices that use artificial intelligence and machine 
learning (AI/ML).



 Standards- EN 62304:2006+A1:2015 
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Medical device software – Software life-cycle 
processes

Areas covered:
• General requirements ➔ SW safety classification [A, 

B, C] ➔ Drives required activities defined in the 
standard

• Software development PROCESS

• Software maintenance PROCESS

• Software RISK MANAGEMENT PROCESS

• Software configuration management PROCESS

Current SOTA for all MDSW (SaMD and 
SiMD)

MEDICAL DEVICE SOFTWARE
SOFTWARE SYSTEM that has been developed for the 
purpose of being incorporated into the MEDICAL 
DEVICE being developed or that is intended for use 
as a medical device.



 Standards- EN 82304-1:2017
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Health Software
Part 1: General requirements for product safety

Areas covered:
• Health software product requirements

• Health software – Software life cycle processes

• Health software product validation

• Health software product identification and 
accompanying documents

• Post-market activities for the health software 
product

Current SOTA for MDSW that is also Health 
Software (SaMD)

HEALTH SOFTWARE
Software intended to be used specifically for 
managing, maintaining, or improving health of 
individual persons, or the delivery of care
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 Standardization Request- EU



Type you name here
Type your job title here

Date here if needed 

 Click here to enter the title of 
your slide deck Questions?
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